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Abstract
The pressure Poisson equation is usually the most time-consuming problem in fluid simula-
tion. To accelerate its solving process, we propose a deep neural network-based numerical
method, termed Deep Residual Iteration Method (DRIM), in this paper. Firstly, the global
equation is decomposed into multiple independent tridiagonal sub-equations, and DRIM is
capable of solving all the sub-equations simultaneously. Moreover, we employed Residual
Network and a correction iteration method to improve the precision of the solution achieved
by the neural network in DRIM. The numerical results, including the Poiseuille flow, the
backwards-facing step flow, and driven cavity flow, have proven that the numerical precision
of DRIM is comparable to that of classic solvers. In these numerical cases, the DRIM-based
algorithm is about 2–10 times faster than the conventional method, which indicates that
DRIM has promising applications in large-scale problems.

Keywords Pressure Poisson equation · Deep neural network · Deep residual iteration
method · Fluid simulation

1 Introduction

In a simulation of an incompressible fluid, the velocity and pressure are coupled and cause
an inevitable implicit process. In well-known algorithms, e.g. SIMPLE, PISO [1], the cou-
pled pair of velocity and pressure are solved via the “prediction-correction process”: first,
the velocity is predicted based on the non-pressure terms or initial pressure; secondly, the
pressure is achieved via solving the Poisson equation and then the velocity is corrected by
the pressure gradient. In this routine, the pressure Poisson equation (PPE) is usually the most
time-consuming and challenging problem of some numerical methods for the Naiver Stokes
equations [2, 3].

In recent years, neural networks (NN), especially deep neural networks (DNN), have
been widely employed in natural language processing [4], computer vision [5], and other
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fields with the growth of computing power [6]. Specifically, NNs are readily trainable uni-
versal function approximators [7] that satisfy high-dimensional and complex problems. In
the fields of scientific computation, the universal approximation properties of NNs provide
an alternative approach for solving partial differential equations (PDEs) [8–15].

Currently, most of the NN-based solvers focus on formulating PDEs as optimization
problems, and their critical component is to design a suitable loss function [8]. For instance,
the deep Galerkin method (DGM) [13], the deep Ritz method (DRM) [14], and physics-
informed neural network (PINN) [15] have unique loss functions based on the least-squares,
the Ritz method, the collocation methods, respectively. These methods can achieve a decent
accuracy; for example, an improved version of PINN, hp-VPINN [8], can reach an error (L2-
norm) of 10−4–10−5. Moreover, all these methods are valid for high-dimensional equations,
avoiding the curse of dimensionality. In recent years, a number of other updated versions
of PINN have also been published and successfully utilized in a variety of fields [16–18].
Although these methods have the remarkable superiority mentioned above, they all require
repeated training for different equations, which is inappropriate for solving the PPE.

This manuscript presents anNN-basedmethod to solve the PPEwithout repetitive training
to accelerate the SIMPLE algorithm. Although the training of the network can be compu-
tationally intensive and time-consuming, it is done offline [19] and only once for a given
category of problems. Specifically, after determining the equation size and non-zero element
distribution, we use random equations for training. For equations with the same structure,
additional repetitive training is unnecessary. This characteristic is particularly effective for
simulations involving time iterations, as the equations to be solved often do not change in
size over time. Hence, the trained model can be directly applied to solve all types of equa-
tions of the same size. The basic idea of our method can be divided into three steps: (i)
transforming the discrete Poisson equation into a series of multi-diagonal equations, as fre-
quently employed by multiple large-scale numerical solvers [3, 20–22]; (ii) transforming the
multi-diagonal equations into a set of vectors as the input of our DNN model to predict the
solution; (iii) improving the numerical accuracy of the achieved solution.

Specifically, we employed the discrete sine transformation (DST) [23] to convert the
2nd-order central difference scheme of the Poisson equation into a series of independent
tridiagonal equations. An arbitrary tridiagonal equation can be represented wholly and natu-
rally by four vectors, and thus, can be directly served as the input of the NNmodel. Actually,
by adjusting the architecture of the input layers, the NN model can solve all the equations
with a similar structure, which includes all multi-diagonal matrices. This implies that the
NN-based method has potential advantages for higher-order schemes and complex geome-
tries.

In recent years, several published works follow the above path; for instance, a solver
based on convolutional neural networks (CNN) was proposed by Xiao et al. [2]. This CNN-
based solver reduces the dimension of the input through principal component analysis (PCA),
enabling the two-dimensional Poisson equation to be passed directly into the CNN model.
Despite its high numerical error (10−2–10−1), it still demonstrates that the NN-based Poisson
solver is a promising path.

For high-efficiency transient simulations of incompressible flow, we mainly focused on
the accuracy of the pressure. In this research, we constructed a DNN model that solves the
discrete Poisson equation and employed a series of techniques to enhance its accuracy. This
method we proposed is called deep residual iteration method (abbreviated as DRIM) and the
basic components of DRIM can be divided into two parts:
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(1) Residual connection [24], a widely used network structure that resolves gradient van-
ishing and network degradation;

(2) Correction iterations, an algorithm that reduces the error iteratively by feeding the resid-
ual of each predicted solution back into the NN model.

This paper is organized as follows. The main methods, including a DST-based SIMPLE
algorithm and DRIM, are introduced in Sect. 2. Section 3 demonstrates the high efficiency
and accuracy reliability of the proposed method in this paper by applying it in a real fluid
simulation. Specifically, we achieve a long-term transient simulation of the flow field in the
opposing cavity based on the proposed method in this paper.

2 Methodology

In this section, we introduce our proposed DRIM-based fluid simulation method. In the
algorithm, we employ the SIMPLE algorithm as a framework and transform the global
PPE into a series of independent sub-equations by DST. Since each sub-equation is a tri-
diagonal linear system of equations, we directly utilize DRIM to solve all the sub-equations
simultaneously and assemble the solutions into the global pressure field. In addition, in
DRIM, to avoid network degradation and to improve the precision of the DNN model, we
adopt the Residual Network (Res-Net) architecture and the correction iteration process.

2.1 The DST-Based Transformation of the Poisson Equation

Incompressible Naiver-Stokes equation is the governing equation in the algorithm:{∇ · u = 0,
∂u
∂t + (u · ∇)u = −∇ p + ν∇2u,

(1)

where u is the flow velocity, p is the fluid pressure, and ν is the kinematic viscosity. In (1),
the density of the fluid is assumed to be 1 and the mass force is assumed to be 0.

To maintain the incompressibility in (1), i.e., the divergence of the velocity is identically
equal to zero, the calculation of the velocity in the SIMPLE algorithm is decomposed into
the following three steps:

(a) Predict the velocity: the intermediate velocity

u∗ is calculated by

u∗ = un − �t∇un · un + ν�t∇2un, (2)

where �t is the time step, and the superscript n indicates the current time step.

(b) Calculate the pressure: the pressure is calculated by PPE, as

∇2 pn+1 = − 1
�t ∇ · u∗. (3)

(c) Correct the velocity: the velocity is corrected by the pressure term, as

un+1 = un + �t∇ pn+1. (4)
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In this work, we focus on the fast solving algorithm of the PPE shown in (3). As an elliptic
equation, the PPE has to be solved simultaneously over the entire field and have

(
Nx × Ny

)
degrees of freedom (where Nx , Ny are the number of nodes in each dimension) for a 2-
dimensional problem. Therefore, it is impractical to input all the node information into a
DNN model, and we employed a DST-based decoupling method as shown in Algorithm 1.

Algorithm 1 A DST-based SIMPLE method

It is worth mentioning that the proposed method in this paper is based on the finite
difference method (FDM) for discretization. In the algorithm shown in Algorithm 1, the PPE
is discretized via the five-point difference scheme with 2nd-order precision, that

1
�x2

(
pi−1, j − 2pi, j + pi+1, j

) + 1
�y2

(
pi, j−1 − 2pi, j + pi, j+1

) = fi, j , (5)

where �x and �y are the spatial steps in x and y directions, respectively. The source term
fi, j is the right-hand side of (5) and the linear equation of the non-boundary nodes can be
denoted by A p = f , where f is the source term, A is a block-tridiagonal matrix,

A =

⎡
⎢⎢⎢⎢⎣

T I

I T
. . .

. . .
. . . I
I T

⎤
⎥⎥⎥⎥⎦. (6)

It is necessary to note that the subscripts of the elements in the vector p are in the
sequence of

(
p1,1, p1,2, · · · , p1,m, p2,1, · · · , p2,m, · · · , pm,m

)
, the same for f . In (6), T is a

tridiagonal matrix, while I is an identity matrix. The specific form of thematrix T depends on
the boundary conditions, for instance, the matrix T corresponding to the Dirichlet boundary
can be calculated by

T =

⎡
⎢⎢⎢⎢⎣

−2(c + 1) c

c −2(c + 1)
. . .

. . .
. . . c
c −2(c + 1)

⎤
⎥⎥⎥⎥⎦, (7)
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where the constant c = �y2/�x2. The matrix T in (7) has the eigen decomposition in the
form of

QT QT = � = diag(λ1, λ2, . . . , λm), (8)

where the matrix Q consisting of the eigenvectors of the matrix, � = diag(λ1, λ2, . . . , λm),
denotes the diagonal matrix filled by the eigenvalues. It has been proven that the matrix Q
consisting of the eigenvectors of the matrix T can be represented by the coefficient matrix
of DST, that

Q = [
Qi j

] = √
2/(m + 1) sin (i+1)( j+1)π

m+1 (i, j = 1, 2, . . . ,m). (9)

Therefore, after we define the block-diagonal matrix consisting of matrix Q as the global
transformation matrix QA = diag(Q, Q, . . . , Q), we can transform the original equation
into a tridiagonal equation shown by

Â p̂ = ŝ, (10)

where p̂ = QA p, ŝ = QAs, and the block-tridiagonal matrix Â is

Â = QAAQT
A =

⎡
⎢⎢⎢⎢⎣

� I

I �
.. .

. . .
. . . I
I �

⎤
⎥⎥⎥⎥⎦. (11)

In (10), if the sequence of the elements in p̂ and ŝ trans-
form into p̂

′ = (
p̂1,1, . . . , p̂m,1, p̂1,2, . . . , p̂m,2, . . . , p̂m,m

)
and ŝ

′ =(̂
s1,1, . . . , ŝm,1, ŝ1,2, . . . , ŝm,2, . . . , ŝm,m

)
, the left-hand matrix form as

Â′ = diag
(
Â1′, Â2′, . . . , Âm ′

)
, (12)

where the sub-matrixes are

Â j ′ =

⎡
⎢⎢⎢⎢⎣

λ j 1

1 λ j
. . .

. . .
. . . 1
1 λ j

⎤
⎥⎥⎥⎥⎦(1 ≤ j ≤ m). (13)

So far, we have transformed the global difference equation into a series of independent
tridiagonal sub-equations in the form of Â j ′ p̂′

j = ŝ
′
j , where p̂

′
j and ŝ

′
j are

(
p̂1, j , . . . , p̂m, j

)
and

(̂
s1, j , . . . , ŝm, j

)
, respectively. By DST, p̂ can be transformed into the pressure in the

original space, which has the discrete form shown as

p = QT
A p̂. (14)

The DST-based method for solving the Poisson equation introduced in this section decou-
ples a large global equation into multiple independent sub-equations, which decomposes the
large-scale problem into multiple smaller problems to facilitate parallel computation. Fur-
thermore, DST can be accelerated by a fast Fourier transformation (FFT) algorithm bringing
only minor computational work.
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2.2 The DNNModel

To solve the linear equations with the left-hand sidematrix as shown in (13), first, we consider
general matrices of the following form,

A = C((r1, r2, . . . , rn−1), (l1, l2, . . . , ln−1)) =

⎡
⎢⎢⎢⎣
1 r1
l1 1 r2

l2
. . . r(n−1)

l(n−1) 1

⎤
⎥⎥⎥⎦, (15)

where n is the size of the matrix. The mapping C : Rn−1 ×R
n−1 → R

n×n in (15) represents
the construction of a tridiagonal matrix with diagonal elements equal to 1 matrix using
off-diagonal elements.

The set of vectors (l, r, g) composed by the off-diagonal elements of A, where l =(
l1, l2, . . . , l(n−1)

)
, r = (

r1, r2, . . . , r(n−1)
)
, and the right-hand vector g, is a complete

representation of an arbitrary tridiagonal equation Ax = g. Therefore, we select these
vectors as the input to the DNN model.

The basic idea of DRIM is to treat theDNNmodel as a high-dimensional approximation of
themapping y = S(A, g) = A−1g. Specifically, the DNNmodelSNN inDRIM is comprised
of Nl hidden layers with Ni (i ≤ Nl) neurons in each layer that takes the following form

⎧⎪⎪⎨
⎪⎪⎩

R(r) = T1,NR ◦ · · · ◦ T1,2 ◦ T1,1(r),
L(l) = T2,NL ◦ · · · ◦ T2,2 ◦ T2,1(l),
G(g) = T3,NG ◦ · · · ◦ T3,2 ◦ T3,1(g),

SNN(l, r, g;W , b) = M ◦ T4,NS ◦ · · · ◦ T4,2 ◦ T4,1([R(r),L(l),G(g)];W , b).

(16)

As shown in (16), the hidden layers can be divided into four partitions Nl = NL + NR +
NG + NS . In each hidden layer, the nonlinear mapping Ti (x;W , b) : RMNi−1 → R

MNi has
the form as

Ti (x;W , b) = ReLU (W x + b) + x, (17)

where W is the weight matrix and b is the bias vector. Considering that the activation func-
tion is one of the most frequently implemented computations, we chose the ReLU function
ReLU(x) = (x + |x |)/2 because it is one of the least computationally complex activation
functions and is well adapted to regression problems, making it more suitable for large-scale
numerical computations.

In the output layer, the linear mapping M : RMNl ×n → R
n is define as

M(x, g;WM) = WMx + g. (18)

Compared with the conventional neural network model, this hidden layer combines a
residual connection that makes the network avoid the vanishing gradient and the network
degradation [24]. The mapping M is a short connection different from the residual connec-
tion, which can be construed as a transformation of the approximated vector into

(
I − A−1

)
g.

This makes the output vector have zero mean, which is more beneficial for the training of
networks with the ReLU activation function.

As mentioned in the introduction, we constructed the DNNmodel shown in (15) to derive
the predicted solution by network inference. Therefore, it is necessary to pre-solve a batch
of tridiagonal equations as the training set of the DNN model, which takes the form of
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Pn =
{{

r i , l i , gi , yi
} : r i ∈ R

n−1; l i ∈ R
n−1; gi ∈ R

n; yi = C(r i , l i )
−1gi ; i ≤ Nt

}(
n ∈ N

+)
. (19)

The uniformity of the training set significantly affects the training effect; thus, we used
random matrixes with each element independent and identically distributed as the training
set to construct the training set in the model. Specifically, each element of r i , l i and gi is
Gaussian distributed, that

{
ri j , li j ∼ N

(
0, ρ2

v

)
( j < n),

gik ∼ N
(
0, ρ2

g

)
(k ≤ n),

(20)

where ρv and ρg are the standard deviation of the training set and treated as given parameters
in establishing the training set. Thus, the set Pn can be denoted by Pn

(
ρv, ρg

)
. To obtain

a DNN model with a broader range of applications, the actual training set we use Pn is
constructed from a set of random equations constructed with multiple sets of parameters, as

⎧⎪⎪⎨
⎪⎪⎩

Pn = ⋃
ρv∈V ,ρg∈G

Pn
(
ρv, ρg

)
,

V = {0.01, 0.05, 0.1, 0.5, 1, 2, 4},
G = {0.01, 0.05, 0.1, 0.5, 1, 2, 4}.

(21)

In the DNN model, the loss function is specified as.

L = 1
Nt

Nt∑
i=1

(
SNN

(
l i , r i , gi

) − yi
)2

, (22)

which is the commonly usedMean Squared Error (MSE) loss function in neural networks,
especially for regression tasks.

The structure diagram of the DNN model introduced above is shown in Fig. 1.
It can be observed that, the model has a few hyper-parameters, including the number of

the layers and neurons, and the training parameters. In Fig. 1, the number of layers in each
part of the network NL = NR = NG = NS = 3, i.e., the total number of hidden layers Nl is
12, which is the choice to balance accuracy and computational consumption. For i ≤ 3, the
number of the neurons in each hidden layer is Mi, j = 20n, while M4, j = 60n. The number
of neurons cannot be increased arbitrarily to balance the computational efficiency, and the
above values are an optimal option that we have obtained through practical tests.

Fig. 1 Schematic of the DNN model in DRIM
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2.3 The IterationMethod

In addition to predicting the solution of linear equations by neural networks, we adopt an
iterative algorithm to improve the numerical accuracy in DRIM, as shown in Algorithm 2.

Algorithm 2 Iterative correction method

The basic idea of the algorithm illustrated in Algorithm 2 is that, first, the DNN model
yields a predicted solution x̂0 based on the equation, and x̂0 will also be adopted as the initial
solution for the following iterations. In each iteration, the residual rk of the current solution is
fed into the DNNmodel instead of g, and then the DNNmodel outputs the correction c of the
current solution. This process is repeated until the convergence condition is reached. In this
algorithm, the convergence condition is that the norm of the residual ‖rk‖ stop decreasing
at a certain step, i.e., ‖rk‖ ≥ τ‖rk−1‖, where τ is a constant. (We preset that ‖r0‖ is a
sufficiently large number.)

In the correction algorithm, the amplification factor α is introduced to improve the accu-
racy of the algorithm. Inspired by the property that the exact mapping S must satisfy that
S(A, kg) = kS(A, g) for an arbitrary constant k, we applied this constant as an amplification
factor to DRIM. Specifically, we replace SNN(l, r, g) by SNN(l, r, αg)/α where the factor
α is greater than 1. The factor theoretically amplifies the input and is more conducive to the
prediction of the DNN model with the ReLU activation function.

We evaluated the influence of the factors ρg, ρv and α on the numerical accuracy of DRIM
with a series of numerical tests. The equations for the test are constructed in the samemethod
as the training set but are completely different matrices. In addition, we constructed multiple
test sets with different ρg and ρv for separate testing and collecting the mean errors ‖r‖2 for
comparison. ‖r‖2 is calculated by

‖r‖2 = 1
Nt

Nt∑
i=1

∥∥Ai x̂i − yi
∥∥, (23)

where (Ai , yi ) is a single element of the test set and Nt is the number of test sets, Nt = 1000
in this test. Moreover, we quantified the effect of the amplification factor α based on the test,
and the numerical results are shown in Fig. 2.
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Fig. 2 The mean error norms ‖r‖2 of DRIM for different ρg and ρv of the test set. (Left: ‖r‖ of the DNN
model; right: ‖r‖2 of DRIM)

Figure 2a demonstrates that ‖r‖2 is positively correlated with both ρg and ρv . For smaller
ρg, there is an approximate relationship that

‖r‖ 2 ≈ CLρ2
gρ

2
v , (24)

where CL is a constant independent of ρg and ρv . Although having the same polynomial
order in (24), ρg and ρv have essentially different effects on the numerical error: ρv affects
the diagonal dominance of the equation, i.e., the regularity of the equation; ρg has a linear
relationship with the solution of the equation, which directly determines the magnitude of
the solution. If ρv approaches or exceeds 0.5, the regularity of the equation is so poor that
the equation cannot be solved by the DNN model, and DRIM is consequently invalid.

Although ρv has a significant effect on the accuracy of the DNNmodel, Fig. 2b illustrates
that the corrected iteration method in DRIM almost eliminates its effect. This implies that
for an arbitrary equation, the error of DRIM will only be related to the magnitude of the
solution, i.e., DRIM has a constant relative accuracy.

The effect of the matrix structure (the size of the matrix and the relative position of non-
diagonal elements) on the accuracy of DRIM is evaluated as well. Numerical results indicate
that the approximate relation (23) remains valid for the equations with a similar structure,
thus we compared the constants CL for the four typical types of matrices at different sizes,
as shown in Fig. 3.

The four types of matrices involved in Fig. 4 represent a typical tridiagonal matrix (A),
a tridiagonal matrix with an asymmetric structure (B), a tridiagonal matrix with an interval
(C), and a five-diagonal matrix (D), respectively. In Fig. 3, the relative difference of constants
CL among different types of matrices does not exceed 15%, which demonstrates that DRIM
is effective for a variety of types of equations. The DNN model illustrated in Fig. 1 is
for tridiagonal equations, but it also has the potential to solve other equations of multiple
diagonal forms, and it does not restrict the position of non-diagonal vectors. Therefore, when
we adopt a difference scheme with higher-order precision or encounter more complicate
boundary conditions, we only need to modify the architecture of the input layers and the
training set of the DNN model.
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Fig. 3 The constant CL of the error for different sizes and structures of matrices

Fig. 4 The computational time of
different solving methods

3 Numerical Results and Validation

In this section, we examine the performance of DRIM by considering different numerical
examples. We focus on the computational efficiency and numerical accuracy of DRIM in
fluid simulation. Thus, we employed DRIM to solve well-known cases, e.g. Poiseuille flow,
backward-facing step flow, and driven cavity flow. For comparison, we present the compu-
tational times and numerical solutions of the classic algorithms and the experimental data in
the classic literature.

3.1 The Results of Computational Efficiency

The acceleration effect of DRIM on the linear equation solving process is our most important
result. To evaluate the computational efficiency of DRIM for equations of different sizes, we
construct random equations of sizes from 100 to 100,000. For each equation size, we solved
1000 equations separately with the classic algorithms and DRIM and calculated the total
computational time of the solving processes, shown in Fig. 4.

As a NN-based algorithm, the efficient implementation of DRIM must rely on GPU
devices, but most classic algorithms or libraries do not have natural GPU compatibility.
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Table 1 Parameters of the test
platform Hardware parameters Software environment

CPU model Intel Xeon-W3175X Library Version

CPU cores 28 SciPy 1.5.2

CPU frequency 3.1 GHz TensorFlow 2.2.0

GPU model Nvidia RTX2080Ti CuPy 8.3.0

RAM 256 GB CUDA 10.2

To rigorously evaluate the efficiency advantages brought by DRIM, we choose the classic
algorithms on CPU and GPU at the same time (Table 1).

In this test, both the DRIM-based solver and classic solvers are implemented in Python
[25] and the DNN model is based on TensorFlow platform [26], while the classic algorithm
is provided by SciPy library [27] (for CPU implementation) and CuPy (for GPU imple-
mentation). Specifically, the classic algorithms in the test consist of BiCG [28], CGS [29],
GMRES [30], QMR [31, 32], and LSMR [33], which are iteration-based algorithms adapted
to large-scale computation [34]. Furthermore, to ensure that the classic algorithms served as
references can operate at optimal efficiency, the SciPy-based solvers in the test all employ
compressed sparse row (CSR) format for the storage and computation of the equations.

To make this test closer to the practical simulations, the computational time results in
Fig. 4 contain the time of both the solving process and the matrix assembly process. This
causes the algorithms operating on the GPU, including the CuPy-based LSQR algorithm and
DRIM, to be constrained by communication bottlenecks. The detailed test results is listed in
Table 2.

In the results, DRIM offers a 2–10 times speed-up relative to the most efficient classic
algorithm for solving equations of all sizes. Nonetheless, for larger equations (approaching
a size of 104), the computational time increases more rapidly due to the limitation of avail-
able GPU memory (as tested with only 11GB of GPU memory). Therefore, for large-scale
simulations, it is advisable to utilize GPUs with larger memory capacities or to implement
optimization strategies specifically for memory constraints.

In addition to the size of the matrix, the number of equations has a certain impact on the
calculation time. Different from the classic methods, DRIM, as a DNN-based method, is

Table 2 Computational time of different methods with different sizes of equations (unit: second)

Size of matrix Methods

DRIM CuPy-LSQR CGS LSQR LSMR GMRES BiCG QMR

102 0.069 2.935 0.382 1.366 0.636 0.343 0.349 0.848

2 × 102 0.074 4.079 0.443 1.571 0.696 0.394 0.414 0.975

5 × 102 0.100 7.683 0.497 1.929 0.768 0.446 0.465 1.067

103 0.124 13.778 0.562 2.130 0.834 0.501 0.522 1.159

2 × 103 0.184 25.323 0.702 2.552 0.959 0.652 0.652 1.344

5 × 103 0.343 60.555 1.597 4.502 2.010 1.882 1.597 3.605

104 0.920 119.849 2.681 7.435 2.911 3.033 2.594 6.153
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capable to input multiple equations at one time and solve them simultaneously. The character
is of positive significance to reduce CPU–GPU communication and improve GPU utilization
efficiency. This feature has positive implications for reducing CPU–GPU communication and
increasing the efficiency of GPU utilization. To demonstrate this advantage, we conducted a
comparison of matrices of different sizes, as shown in Table 3.

It can be observed from Table 3 that DRIM is not more efficient than other methods in
solving 1 or 10 equations. However, as the number of equations becomes larger, the time
consumption of the classic methods tends to grow linearly with the number of equations,
while the growth rate of DRIM is significantly lower. To further demonstrate this property,
we show the ratio of the solving time for multiple equations to that for a single equation in
Fig. 5.

In Fig. 5, the computational time of the classic algorithm on the CPU (LSQR in Fig. 5)
is approximately linear with respect to the number of equations. The same algorithm on the
GPU has a significant acceleration for the small matrices (100 × 100), but is also approx-
imately linear for larger matrices. This indicates that the algorithm on GPU is limited by
communication bottlenecks and explains why the CuPy-based algorithm in Fig. 4 does not
achieve the expected high efficiency. For all sizes of matrices in Fig. 5, the computational
time of DRIM increases more smoothly as the number of equations increases. This property
is derived from the transformation of matrices into vectors by neural networks and enables
DRIM well suited to be combined with the DST-based decomposition methods. It is worth
mentioning that in a 3D simulation, the number of sub-equations is the square of that in a 2D
simulation, thus DRIM will have a higher efficiency advantage for 3D problems.

3.2 The Poiseuille Flow

The Poiseuille flow is a well-known problemwith analytic solutions; therefore, it is a suitable
case for verifying the accuracy of DRIM. We construct a model of Poiseuille flow shown
in Fig. 6. The boundary conditions of the model are constant velocity u = (u, 0) at the
inlet, fully developed flow (∂xux = 0, uy = 0) at the outlet, and solid boundaries at the
other boundaries. The parameters of the geometry and the boundary conditions are listed in
Table 4.

In the analytical solution as well as in the numerical results, the velocity distribution at
the outlet boundary gradually stabilizes and finally shows the form of a quadratic function.
The simulation results of the fully developed flow are shown in Fig. 7a and b illustrates the
velocity distribution at the outlet boundary.

In Fig. 7b, in terms of the distribution of outlet velocity, the computational results of DRIM
coincide with the analytical solution, which proves that DRIM has good numerical accuracy
in this model. In the following sections, we will apply DRIM to some complex flow models
to further verify its reliability and numerical accuracy.

3.3 The Backwards-Facing Step Flow

Abackwards-facing stepflowcanbe regarded as having the simplest geometrywhile retaining
rich flowphysicsmanifested by flow separation, flow reattachment, andmultiple recirculating
bubbles in the channel depending on the Reynolds number and the geometrical parameters
such as the step height and the channel height. The geometric model and boundary conditions
of the backwards-facing flow are similar to those of the Poiseuille flow. However, part of the
inlet is the rigid boundary, as shown in Fig. 8.
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Fig. 5 Ratio of the computational time of multiple equations to the computational time of single equation

Fig. 6 The geometry and
boundary condition of the case of
Poiseuille flow

Table 4 The parameters settings
in the case of Poiseuille flow Parameter Value

Viscosity ν 0.01

Time step �t 0.01

Spatial step on x-axis �x 0.02

Spatial step on y-axis � y 0.02

Distance between walls L 1

Aspect ratio a 10

Inlet velocity u 1

(a) (b)

Fig. 7 The velocity distribution in the case of Poiseuille flow. a: x-axis velocity; b: the velocity comparison at
the outlet boundary

123



A Neural Network-Based Poisson Solver for Fluid Simulation Page 15 of 22   233 

Fig. 8 The boundary condition of the case of backward-facing step flow

The parameter settings of the case of backward-facing step flow are similar to those of the
Poiseuille flow, where the spatial and time steps, the inlet velocity, and the viscosity are the
same. However, the backwards-facing step flow contains more complex flow phenomena and
a longer spatial scale is necessary to ensure its full development, thus we set the geometric
parameters as in Table 5

We selected several representative time steps from the simulation results to demonstrate the
flow development process, as shown in Fig. 9. We focus on whether the proposed algorithm
accurately calculates the structure of the vortices in the flow, and therefore, Fig. 9 presents
the distribution of vorticity at each time point.

In Fig. 9, the separation and reattachment of the flow can already be clearly observed,
and two main eddies (the lower wall eddy and upper wall eddy) are evident in the flow field.
Moreover, we further evaluated the numerical accuracy of DRIM by comparing the results
with those in the literature. Figure 10 illustrates three substantial characteristic lengths of the
backwards-facing step flow in the form of contour plots of the vorticity, including the length
of the lower eddy (x1) and the position of the flow separation (x2) and reattachment (x3). We

Table 5 The geometric
parameters in the case of
backward-facing step flow

Parameter Value

Distance between walls L 1

Aspect ratio α 30

Length of step q 0.5

t=20

t=40

t=80

t=120

Fig. 9 Numerical results of backwards-facing step flow with Re = 1000 (vorticity distribution)
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Fig. 10 Characteristic lengths in the case of backward-facing step flow

Table 6 Characteristic lengths in
the case of backward-facing step
flow

x1/L x2/L x3/L

DRIM 6.06 4.8 12.16

Ref. [35] 6.55 5.17 12.67

Ref. [36] 6.5605 5.237 12.441

compared these characteristic lengths in the simulation results with those in References [35]
and [36], as shown in Table 6.

In the comparison in Table 6, the computational results of DRIM agree well with those
of References in terms of the characteristic values, which further demonstrates the good
excellent numerical accuracy of DRIM in fluid simulation.

3.4 The Driven Cavity Flow

In addition to the above two cases, we utilized DRIM for the simulation of driven cavity flow,
a well-known benchmark problem. Compared with the previous two examples, the driven
cavity flow contains more flow properties and is more sensitive to the Reynolds number.
Therefore, we set up the models with Reynolds numbers of 1000 and 10,000 for numerical
validation.

The geometry and boundary conditions of the model are set as shown in Fig. 11. This
model has simple geometric parameters; thus, we set the Reynolds number by viscosity. We
set the time step �t = 0.01 and the spatial step �x = 0.025, and the total size of the grid is
400 × 400.

Figures 12 and 13 present the vorticity distribution at each stage of the driven cavity flow
with Reynolds numbers of 1000 and 10,000, respectively.

Because of the complexity of this model, we used two methods to verify the numerical
accuracy of the computational results. The first is the comparison of the velocity distribution
on the test line (shown in Fig. 11) with the reference [37], shown in Fig. 14.

In Fig. 14, the results for both Reynolds numbers are very close to those of reference [37].
In the driven cavity flow with a Reynolds number of 10,000, there are regions with sharp
velocity variations in both x and y directions, and DRIM has high accuracy in these regions
as well.

The second numerical verification is about the time evolution of the accuracy. We sepa-
rately applied DRIM and LGMRES to the simulation of the model with Reynolds numbers
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Fig. 11 The boundary condition
of the case of driven cavity flow

Fig. 12 Numerical results of cavity flow with Re = 1000 (vorticity distribution)

of 1000 and 10,000, and the pressure development with time at the test point in the center of
the model (as shown in Fig. 11) is shown in Fig. 15.

In Fig. 15, the pressure difference at the test point is kept around 10–5, thus indicating
that DRIM has high numerical accuracy; moreover, the numerical error is stable and does
not accumulate to cause a divergence.
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Fig. 13 Numerical results of cavity flow with Re = 10,000 (vorticity distribution)

(a) Re=1000 (b) Re=10000

Fig. 14 The comparison of the velocity distribution on the test line

In addition to numerical accuracy, we are also concerned about the effect of DRIM on the
acceleration of time advance in fluid simulations. Figure 16 presents the average time of a
single time step of the LGMRES-based solver and DRIM-based solver when the size of the
grid is N × N.
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Fig. 15 The error of the pressure at the test point

Fig. 16 The efficiency test for the
case of driven cavity flow

Due to the other non-optimized subroutines and the limited size of the problem, theDRIM-
accelerated SIMPLE algorithm is difficult to achieve the efficiency improvement shown in
Fig. 4, but DRIM still achieves a 2–4 times speed-up in the solving the PPE. Therefore,
it can be proved that DRIM is a promising and efficient algorithm for the simulation of
incompressible flow and other large-scale problems.

4 Conclusion

In this paper, we introduced DRIM, an innovative DNN-based method to solve PPE, which
accelerates the SIMPLE algorithm in the simulation of incompressible flow. DRIM com-
bines the advantages of DNN and correction iteration methods to yield high accuracy and
computational efficiency on a heterogeneous architecture platform.

(1) Based on the DNN algorithm, DRIM has high computation efficiency and native hard-
ware compatibility on GPU and other heterogeneous platforms. Compared with the
classic solving methods, DRIM can solve numerous linear equations with low compu-
tation complexity simultaneously.

(2) We utilized aDST-basedmethod to transform the original PPE intomultiple independent
sub-equations. These sub-equations are all tridiagonal equations. Therefore, we employ
a vector-set representation to enable them to be input into the DNN model.
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(3) To balance computational efficiency and accuracy, we construct a 12-layer DNN model
and train it with random equations. Res-Net architecture is combined in the model to
avoid the network degradation and vanishing gradient problem.

(4) To achieve acceptable precision, we employed the correction iteration to iteratively
reduce the error. The numerical results have proven that the iteration method almost
eliminates the influence of the diagonal dominance of the equation on the accuracy.

(5) We applied DRIM to the numerical simulations of the Poiseuille flow, the backwards-
facing step flow, and the driven cavity flow, respectively. The numerical results have
proven that the numerical precision of DRIM is comparable to that of classic solvers
and the DRIM-based algorithm is about 2–10 times faster than the conventional method.

Like the other algorithms based on NN, the performance of DRIM is also significantly
affected by the factors of input variables. We investigate some essential factors, e.g. the
diagonal dominance and the norm of the righthand-side vector and propose several ideas that
might optimize the performance of DRIM.
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